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A simple method for deriving the uniform field MT responses in auroral zones
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Source field effects in magnetotelluric data acquired at high geomagnetic latitudes can result in erroneous
interpretations of Earth conductivity structure deep within the mantle. This paper describes a simple technique most
appropriate for a region that is dominantly one-dimensional (1-D) and uses the vertical magnetic field variations
for identifying intervals of likely low contamination by non-uniform sources. Times are chosen when the variations
stay within prescribed limits defined on the basis of a histogram of the variations for the whole recording interval.
An example is given showing application of the method for data from a site under the auroral oval at a time when
solar activity was at its lowest for the last solar cycle. A model derived from the responses obtained by processing
all available data implies a decrease in resistivity at about 350 km to about 100�.m. In contrast, the model obtained
from low activity interval responses shows a less rapid decrease in resistivity, without a change at around the 410
km phase boundary. The responses obtained from all data can be explained by the influence of a source with an
average wavelength of 3,000 km.

1. Introduction
1.1 Brief historical perspective

Conventional interpretation of crustal and upper mantle
magnetotelluric (MT) response functions in the period range
of 1–104 s generally assumes that the external source field
is incident as a plane wave on the surface of the Earth. Of
course, this assumption is an approximation to the reality of
time-varying three-dimensional (3-D) ionospheric and mag-
netospheric current systems that are sufficiently distant from
the observation site so that the approximation is valid to
within experimental error. This approximation was the sub-
ject of the first MT controversy, with Wait (1954) question-
ing its validity in his discussion of Cagniard’s (1953) semi-
nal paper, and their ensuing correspondence. Subsequently,
Price (1962), and later Srivastava (1965), gave the pertinent
theory for MT responses over a one-dimensional (1-D) Earth
when the source field can be described by a single wavenum-
berk, given by 2π/λ whereλ is the repetitive wavelength of
the source. An example of the nature of the problem is il-
lustrated in Fig. 1, where the MT responses over a 4-layered
1-D Earth, of layer resistivities of 104 �.m, 360�.m, 77
�.m and 5�.m and interface depths of 7 km, 46 km and
173 km, are shown. The responses are for a uniform source
field (λ = infinity, i.e., k = 0), and source fields of wave-
lengths of 2,000 km, 1,000 km, 500 km and 200 km. If the
responses for a 1,000 km wavelength source are incorrectly
interpreted as resulting from a plane-wave source, then the
responses are best fit with a 4-layer 1-D model with layer
parameters of 104 �.m, 340�.m, 46�.m and 0.3�.m and
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interface depths of 7 km, 48 km and 128 km. The depth to
the asthenosphere is underestimated by almost 50 km and
its resistivity is underestimated by an order of magnitude.
Accordingly, although the wavenumber parameterk is inde-
pendent of the other model parameters, its effect resembles
that of making the conducting basal layer, which is the as-
thenosphere in most cases, more conducting and closer to
the surface.

In reality, no source is repetitive in the space domain as re-
quired by a wavenumber description, and other source field
geometries are listed in Table 1. A more realistic source
geometry for sites influenced by the equatorial and auro-
ral electrojets is a line current distribution (Hermance and
Peltier, 1970) or a Gaussian current distribution (Peltier and
Hermance, 1971). Hibbs and Jones (1976a, b) extended
this work to an electrojet of arbitrary current distribution
built from rectangular grids, Osipovaet al. (1989) consid-
ered a two-dimensional (2-D) dipole source of limited ex-
tent, and Mareschal (1981), and later Viljanenet al. (1993,
1999) and Pirjola (1998), considered a realistic high lati-
tude three-dimensional (3-D) current systems. Although the
source fields themselves are 3-D, and Mareschal (1986) gave
an excellent review for the interested reader, any 3-D current
system can be represented exactly by an equivalent 2-D cur-
rent distribution in a sheet (Akasofu, 1968). In almost all
cases listed in Table 1, the Earth is assumed to have a 1-D
resistivity-depth distribution.

Given the results displayed in Fig. 1, intuitively one might
always expect a non-uniform source to lead to an underesti-
mate of the plane-wave apparent resistivity. This is not the
case for the effects due to field-aligned currents (Mareschal,
1981), or beyond approximately the half-width of an elec-
trojet (Peltier and Hermance, 1971). Directly beneath a
Gaussian electrojet the response is closely equal to that for a
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Table 1. Source field theory for a 1-D layered Earth model.

Source field geometry Reference

Uniform Tikhonov (1950), Cagniard (1953)

Linear Dmitriev and Berdichevsky (1979)

Wavenumber (repetitive in space) Price (1962), Srivastava (1965)

Line Current Hermance and Peltier (1970)

Gaussian Peltier and Hermance (1971)

Arbitrary Hibbs and Jones (1976a, b)

Dipole Osipova et al. (1989)

3-D current system Mareschal (1981), Viljanen et al. (1993, 1999), Pirjola (1998)

Moving Gaussian Hermance (1978)
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Fig. 1. Magnetotelluric responses over a 4-layer 1-D Earth, with layer re-
sistivities of 104 �.m, 360 �.m, 77 �.m and 5 �.m and interface depths
at 7 km, 46 km and 173 km, for a repetitive source with wavelengths of
infinity, 2000 km, 1000 km, 500 km and 200 km.

wavelength of four times the half-width of the source (Jones,
1980). However, at distances beyond the half-width from the
centre the source field effect leads to an increase in appar-
ent resistivity and a decrease in phase (Jones, 1980), and
will thus lead to an overestimate of the depth to the as-
thenosphere. This result may appear to be counter-intuitive
to those versed in wavenumber source descriptions. More
complex and realistic 3-D sources show effects that are
highly location and period-dependent, with effects that are
unpredictable (Viljanen et al., 1999).

Implicit in all these representations is that the source is
stationary in time and pulsates with a known frequency, and
few approaches have used a moving source. However, a
moving current source is the reality of the ionospheric and
magnetospheric current systems, and Mareschal (1986) dis-
cusses the particular problem of the Harang discontinuity
where the evening auroral eastward electrojet and the morn-
ing auroral westward electrojet meet. Hermance (1978)

studied a laterally moving source with a k-wavenumber de-
scription and showed that the moving source has a larger
“effective width,” or smaller k. An exact representation re-
quires using convolution integrals in both the space and time
domains (Schmucker, 1970), and to date there have not been
any modeling studies undertaken for a realistic source. One
can conclude that the effects of a source field are tempo-
rally and spatially varying in a manner that cannot easily be
predicted. Also, as discussed by Viljanen et al. (1993), one
cannot assume that averaging over various source geome-
tries will fortuitously yield the uniform source response.
1.2 Theory

The basis of the proposed method is most readily ex-
plained through use of Schmucker’s (1970) inductive re-
sponse function, C(ω, k) rather than the MT response func-
tion Z(ω, k). C(ω, k) is related to Z(ω, k) by:

C(ω, k) = 1

iωµ0
· Zxy(ω, k) (1)

for a 1-D Earth. This inductive response function can also
be derived using only the magnetic fields by either the Hor-
izontal Spatial Gradient (HSG) method,

C(ω, k) = Hz(ω, k)

∂ Hx (ω,k)

∂x + ∂ Hy(ω,k)

∂y

(2)

(Schmucker, 1970; Kuckes, 1973a, b; Schmucker and
Weidelt, 1975; Jones, 1980) or from the relationship be-
tween the vertical and horizontal magnetic field components

C(ω, k) = Hz(ω, k)

ik(Hx (ω, k) + Hy(ω, k))
(3)

(in this case k must be known and in (3) is assumed to be
the same in both horizontal directions). The latter can be
rewritten as

Hz(ω, k) = ikC(ω, k)(Hx (ω, k) + Hy(ω, k)) (4)

which emphasizes the point that there is no vertical magnetic
field for plane wave induction (k = 0) in a 1-D Earth.
This relationship is the basis of the method proposed herein.
Although the above description is for the limited case of a
repetitive source over a 1-D Earth, the essential point is the
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vertical field component is far more sensitive to non-uniform
source field contributions than is the MT response.

The properties of C(ω, k) are discussed in Weidelt
(1972), Schmucker and Weidelt (1975) and Jones (1980),
and the latter detailed the restrictions on the inductive re-
sponse function when expressed in the lag domain, c(τ, k).
As discussed by Weidelt (1978) and Dmitriev and
Berdichevsky (1979) (see also Mareschal, 1986), for a 1-
D Earth C(ω, k) can be interpreted as C(ω, 0) for a wider
class of source structures than only a plane wave.

Those authors showed that the horizontal electric field can
be expressed as a series of only even order space deriva-
tives of the orthogonal horizontal magnetic field, whereas
the vertical magnetic field is a series of only odd order
derivatives. The direct consequence of this for MT is that
Zxy(ω, k) = Zxy(ω, 0) not only for a plane wave source
(k = 0) but also for a source that varies linearly, or in-
deed with only odd order space derivatives, over a horizon-
tal distance comparable to the inductive scale length. For
the HSG method, then C(ω, k) = C(ω, 0) when the fields
are represented by the first space derivative and only even
order higher space derivatives. This latter result was used
by Jones (1980) in his HSG analysis, who fit the fields to
second-order polynomials imposing a curl-free constraint.
This dependence on derivatives may explain the poor HSG
results obtained by Camfield (1981) who used a third-order
polynomials and thereby implicitly included derivatives sen-
sitive to non-plane wave source structure.

2. Method
Equation (4) shows that the transfer functions (Tx , Ty)

between the vertical component of the magnetic field and
the two horizontal components, viz.,

Hz(ω, k) = Tx (ω, k)Hx (ω, k) + Ty(ω, k)Hy(ω, k) (5)

are equal to ikC(ω, k) for a source of wavenumber k over
a 1-D Earth. Figure 2 displays the modulus of this trans-
fer function, |kC(ω, k)|, for the same 1-D Earth model and
same source wavelengths as Fig. 1. The figure demonstrates
convincingly that the vertical field is far more sensitive to a
non-uniform source field than is the MT response (Fig. 1),
and that this sensitivity increases significantly with increas-
ing period. Indeed, for highly non-uniform sources (200
km wavelength) at even moderately short periods (100 s)
the response observed is purely due to the source geometry
and no information about Earth structure can be obtained.
This is analogous to the problems encountered in controlled-
source EM methods where at low frequencies, and low is
defined by the source geometry and the Earth’s conductivity
structure, the response is purely due to the source geometry.
Mareschal (1981) shows the transfer functions for a more re-
alistic geometry for an auroral source, emphasizing the point
that they can become very large and indeed approach infin-
ity as the horizontal magnetic field undergoes a reversal in
polarity.

Accordingly, the amplitude of the vertical magnetic field
is particularly sensitive to the presence of non-uniform
source field contributions, leading to the proposed sim-
ple method for identifying times of likely low non-uniform
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Fig. 2. Vertical field transfer function amplitude responses over a 4-layer
1-D Earth, with layer resistivities of 104 �.m, 360 �.m, 77 �.m and
5 �.m and interface depths at 7 km, 46 km and 173 km, for a repetitive
source with wavelengths of 2000 km, 1000 km, 500 km and 200 km.
For an infinite wavelength source (uniform field), the transfer function is
zero.
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Fig. 3. Northern hemisphere showing the locations of the North Geo-
magnetic Pole (NGP), the quiet auroral electrojet, the site and relative
magnetic local time. Modified after Pettersen (1992).

source field contribution: The data are scanned for time in-
tervals of low vertical field amplitude, and only those inter-
vals are used for calculation of the response functions.

3. Example
As an example of the application of this procedure, we

use data acquired in northern Canada from a site located di-
rectly beneath the auroral oval at the southwestern edge of
the Slave craton (Fig. 3). This particular site (site 107 in
Jones and Ferguson, 2001) and this time interval were cho-
sen specifically to demonstrate that problems can exist even
during exceptionally low solar activity. Although we only
demonstrate our approach on this single site, the methodol-
ogy has been applied to all sites recorded in northern Canada
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Fig. 4. Time series recorded at a site near Yellowknife, northern Canada, during August 1996. The bars indicate field variations of 250 nT for the magnetic
components, and 500 mV/km for the electric components. The horizontal bars show times when the vertical field component variations lay within the
range −90 to +60 nT.
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Fig. 5. Daily international sunspot numbers for the period just prior to
and during acquisition of the data shown in Fig. 4. (Data obtained from
the Sunspot Index Data Centre maintained by the Royal Observatory of
Belgium.)

with equal success.
The site was occupied for two weeks, and the time se-

ries recorded are shown in Fig. 4. The MT system used
was a Geological Survey of Canada LiMS (Long period
Magnetotelluric System) with a sampling interval was 5 s.
The magnetic sensor was a 3-component low-noise ring-
core fluxgate magnetometer designed by Narod and Bennest
(1990), and the electrodes were low-noise non-polarizing
Pb-PbCl electrodes. Solar activity was low during the
recording interval (1996-08-12 19:15:00 to 1996-08-25
20:55:10 UT); daily International Sunspot Numbers (ISN)
varied between 12 and 21 from 1998-08-09 to 1996-08-24
(Fig. 5). (We show the ISN values for an overlapping in-
terval preceding our MT data acquisition interval as solar
wind streams of the Sun at typically 400 km/s, ranging from
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Fig. 6. Monthly international sunspot numbers for the last 11-year solar
cycle. Note that the data shown in Fig. 4 were acquired during the
minimum in the solar cycle.

300–800 km/s, and thus takes three to four days to reach the
surface of the Earth.) These values are close to solar mini-
mum values for the last solar cycle (Fig. 6) testifying to the
low solar activity during this time.

The region around the site is known to be laterally homo-
geneous, both geologically and geophysically (see Jones and
Ferguson, 2001, for phase pseudosections—the site chosen,
site 107, is in the middle of the profile), and there are no
strong conductivity contrasts in the crust or uppermost man-
tle. Although Swift’s skew is magnitude-based and can be
misleading in the presence of galvanic distortion, small val-
ues can only come from 1-D or 2-D regions (or from the
centre of symmetric 3-D regions). For the responses derived
from these data, Swift’s skew is below 0.05 over the whole
period range, and mostly below 0.02. The maximum phase
difference between the two off-diagonal elements is a supe-
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rior measure of dimensionality, and for these data is less than
∼10◦ over the whole frequency range. Accordingly, given
the predominant 1-D nature of the crust and upper mantle for
this location, a uniform source field should induce very little
vertical field component variation. Therefore, the Bz vari-
ations observed in Fig. 4 are almost entirely due to source
field effects. There is a minor component due to structure,
discussed below.

A histogram of the vertical field variations, from a base-
line value of 60,410 nT, is shown in Fig. 7. The peak value
is at −24 nT, with a median value of −17 nT, minimum
and maximum variations of −387 nT and +356 nT respec-
tively and 68% of the variations lie in the range −47 to
+30 nT. The small departure from zero for the median and
peak values suggest a leveling error of the magnetometer of
the order of 0.02◦. Note that the distribution is both non-
symmetric and long-tailed, both of which suggest that con-
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Fig. 7. Histogram of the vertical magnetic field variations shown in Fig. 4.
The median and peak values are −17 nT and −24 nT respectively, and
68nT. The shaded region shows the region between −90 to +60 nT
(approx. 1.5 times one standard deviation).
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Fig. 8. Vertical field component variations (top series) plus its instantaneous amplitude (middle series). The ratio of this instantaneous amplitude to the
instantaneous amplitude of the horizontal components is shown in the bottom series.

ventional spectral analysis assuming Gaussian distributed
variables will fail.

One visual way of evaluating the nature of the contam-
ination problem, manifest as time-varying responses, is to
compute the complex attributes of the series, particularly the
instantaneous ratio between the vertical magnetic field and
the horizontal components of the magnetic field, using the
analytical signals. Figure 8 shows the vertical component
variations, bz(t), and the instantaneous amplitude of those
variations (bzi(t), middle time series, Fig. 8). The instan-
taneous amplitude is derived by numerical Hilbert transfor-
mation of the series (computed by fast Fourier transforma-
tion of bz(t), multiplying by −i , then inverse fast Fourier
transformation, see Liu and Kosloff, 1981) to obtain the
imaginary part of the analytical signal, then computation
of the amplitude of the complex series. The instantaneous
ratio (RATIOi(t), bottom time series, Fig. 8) is derived
from this instantaneous amplitude divided by the instan-
taneous amplitude of the horizontal components (given by
sqrt(bx i(t) ∗ bx i(t) + byi(t) ∗ byi(t))). This instantaneous
ratio varies from a low of 0.0 to a maximum of 8.6 with
peak and median values of 0.50 and 0.56 respectively, and
with 68% of the values lying in the interval 0.28 to 1.00
(Fig. 9). Note that this ratio correlates with the instanta-
neous amplitude of the vertical magnetic field, i.e., when
the vertical field component is high, then the ratio of it to the
horizontal field component is also high. This demonstrates
that high amplitude vertical fields are associated with highly
non-uniform sources, consistent with Eq. (4) and with our
assumption that there is little vertical field response due to
lateral structures.

Estimates of the MT transfer functions using all data were
derived using the heuristic robust processing scheme origi-
nally proposed by Jones and Jödicke (1984) and modified
by Jones (method 6 in Jones et al., 1989). The estimates
were derived in a geographic coordinate system, after rotat-
ing the time series to correct for declination (+26.7◦), and
are shown in Fig. 10 (open symbols). Horizontal magnetic
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Fig. 9. Histogram of the instantaneous ratio between the vertical compo-
nent and the horizontal components of the magnetic field. The peak and
median values are 0.50 and 0.56 respectively, and 68% lie in the range
0.28 to 1.00.
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Fig. 10. Magnetotelluric response functions calculated in geographic co-
ordinates using all data (open symbols) and using only those intervals
when the vertical field variations lay within −90 to +60 nT (solid sym-
bols). The circles denote the estimates for north-directed electric field
and east-directed magnetic field (RhoXY and PhaXY), and the squares
denote the complimentary east-directed electric field and south-directed
magnetic field (RhoYX and PhaYX). Vertical bars indicate one sigma
error estimates: where absent the errors are smaller than the symbol.

variations recorded simultaneously at a site approx. 65 km to
the SW were used as remote reference series to avoid auto-
power bias (Gamble et al., 1979). These estimates visually
appear reasonable, and a 1-D smooth model (Occam, Con-
stable et al., 1987) that fits the geometric averaged response
to within 5◦, and equivalent for apparent resistivity, is shown
in Fig. 11 (dashed line). The data were underfit on purpose
to find the minimum smoothest structure that describes the
majority of the response. It is possible to find 1-D smooth
models that fit to within smaller error bounds (to 2◦ in phase
and equivalent in apparent resistivity); these models have the
same features as the one shown in Fig. 11 but with more se-
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Fig. 11. Models obtained from inverting the averaged responses of the
data shown in Fig. 8. Dashed lines are models obtained from the all-data
responses, and full lines are the models obtained from the low activity
interval responses. The vertical bars represent the conductance spike
D+ models, and the smooth models are those obtained using Occam
inversion.

vere oscillations. Also shown in Fig. 11 are the conductance
spikes (dashed lines) of the best-fitting possible model from
Parker’s D+ algorithm (Parker, 1980; Parker and Whaler,
1981). The χ2 misfit of the D+ model to the 32 data points is
23.8, which is an RMS of below one. This demonstrates that
the responses are descriptive of a causal minimum phase re-
sponse function, and, without other information, these mod-
els would be taken as valid descriptions of the variation of
resistivity with depth below the site.

Using a factor of 1.5 times the standard deviation from
the mean, data were processed taking only those time inter-
vals of longer than 3 hours when the vertical magnetic field
variations stayed within the range −90 to +60 nT (shown by
the locations of the bars in Fig. 4 and the shaded region in
Fig. 7). Almost 30% of the data lie outside these ranges and
were rejected. The off-diagonal responses for those intervals
are also shown in Fig. 10 (full symbols), and the best-fitting
Occam model and D+ conductance spikes in Fig. 11 (full
lines).

A comparison of the responses and models are also shown
in Fig. 12. The theoretical responses for a source field of
3,000 km wavelength over a 1-D layered Earth given by the
Occam model for the low activity intervals only (solid line
in Fig. 11 and thick line in Fig. 12(c)) are also plotted in
Figs. 12 (dashed lines in 12(a) and 12(b)). These responses
describe reasonably well the estimates obtained from pro-
cessing all data (pluses in Figs. 12(a) and 12(b)). Thus,
the estimates obtained from processing all data can be inter-
preted as being contaminated by a long wavelength source.

Estimates were also derived using time intervals for other
limits, namely 1 and 2 times the standard deviation of the
vertical field variations, or −47 to +30 nT and −115 to +85
nT, rejecting 53% and 13% of the data respectively. These
responses were virtually identical to those shown in Fig. 10
(full symbols) for the −90 to +60 nT limits, except that for
the −47 to +30 nT case the time segments used are insuf-
ficiently long to determine estimates at periods greater than
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estimates in (A) and (B) indicate one sigma error estimates: where absent the errors are smaller than the symbol.

3,400 s. However, using broader limits the responses be-
gin to be affected by source effects and to exhibit decaying
apparent resistivity curves and rising phase curves. Empiri-
cally, we have found that limits of less than twice the stan-
dard deviation of the distribution yield consistent response
estimates, whereas greater limits result in response estimates
that display source effects to varying degree. However, this
rule is dependent on activity level and should not be taken
as correct in all cases.

Clearly, the robust method of Jones and Jödicke (1984)
was unable to remove non-uniform source field contribu-
tions when all data were included. In other cases robust
codes have been successful at reducing the effects of au-
roral sources, e.g., Garcia et al. (1997). However, as noted
by Egbert (1997) one cannot rely upon robust methods re-
moving coherent noise, which essentially is what the non-
uniform source field effects are, and Egbert et al. (2000)
demonstrate that robust processing yields estimates biased
by non-uniform source fields in the 10–100 s period band.

4. Conclusions
The possibility of erroneous interpretation due to non-

uniform source field effects in magnetotelluric (MT) re-
sponses has been discussed since the inception of the MT
method. Theoretical responses for sources of various ge-
ometries have been derived, but these sources do not de-
scribe the reality of the complex interactions of the three-
dimensional (3-D) moving ionospheric and magnetospheric
currents with the conducting Earth that occur. Hermance
(1978) demonstrates that moving sources tend to effectively
increase source wavelengths and thereby to decrease non-
uniform effects in the data. However, this result should not
be used as an excuse to ignore the possibility of contami-
nation; particularly for high latitude sites located close to
auroral zones and for low latitude sites within the influence
of the equatorial electrojet.

This paper describes a simple method for determining
time intervals where source contamination is likely to be

low. It is based on the vertical magnetic field variations,
which are far more sensitive to non-uniform source effects
than are MT response functions, and is best applicable for
regions that are dominantly one-dimensional (1-D), but also
could be used in 2-D and 3-D regions. Intervals are selected
when the vertical field variations lie within predefined limits,
and these limits are chosen based on a histogram of the
variations. The limits are set to a value less than twice the
standard deviation of the distribution of the variations, and
the responses are derived from the low activity data.

An example of application of the method is shown for a
site picked specifically for its location and for its time of
recording. The site was located directly beneath the auro-
ral oval to show the effects most readily, and acquisition oc-
curred during the lowest solar activity possible in the last 11-
year solar cycle. Processing all the available data results in
response functions that visually seem reasonable, are physi-
cally consistent, and that can be inverted for a model that ap-
parently reveals a sharp decrease in resistivity at around 350
km. This model feature could be erroneously interpreted as
evidence to support the one to two orders of magnitude de-
crease in resistivity expected at the 410 km phase boundary
based on laboratory measurements (Xu et al., 1998).

Rejecting 30% of the high activity data and processing
only data from low activity intervals results in response
functions that have higher apparent resistivities and lower
phases, as predicted from simple finite wavenumber argu-
ments. The model that fits these responses does not show ev-
idence for a low resistivity layer in the upper mantle, and in-
deed is quite anomalously resistive to deep within the man-
tle, contrary to the results of Xu et al. (1998). The theo-
retical responses for this model with an assumed 3,000 km
wavelength repetitive source reasonably well describe the
contaminated responses obtained from processing all of the
data.

Robust methods can work well to reduce the effects of
non-uniform sources, as demonstrated by Garcia et al.
(1997). However, these methods can fail, as shown above,
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and the caution of Egbert (1997) regarding biases from co-
herence noise signals should be well heeded.

Finally, these data were taken from a time of exception-
ally low sunspot activity to show that problems exist even in
low activity data. The cost of using this approach is that one
must reject contaminated data, and in this case some 30%
are not used. For normal sunspot conditions one might ex-
pect that this number would be higher. However, the cost
of not using some method of rejecting contaminated data is
a contaminated model, clearly something that will lead to
erroneous conclusions about Earth structure and will ulti-
mately discredit the EM induction field.
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