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Summary. The geomagnetic induction community often employs arrows to display, in a qualitative fashion, the effects of electromagnetic induction in a given region. It is widely accepted that the reversed real induction arrow — or ‘Parkinson’ arrow — points towards current concentrations, which are interpreted as zones of high internal electrical conductivity. In this note, the frequency characteristics of an embedded inhomogeneity are studied in detail, and it is demonstrated that the above assertion may be false, i.e. that at sufficiently high frequencies these arrows may point away from zones of high internal conductivity. This effect is small, and is shown to be the case whenever the surface observation site is at a location such that it is sensing the return current flow associated with the anomalous horizontal electric field. The use of anomalous transfer functions is emphasized to aid in the qualitative assessment of induction in the region.
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Introduction

Since its inception with Parkinson’s original work on the subject (Parkinson 1962), the ‘Parkinson arrow’, and its closely related equivalent the ‘Wiese vector’ (Wiese 1962), has received widespread acceptance by the geomagnetic induction community. The ‘Parkinson arrow’ is defined as the horizontal projection of the downward normal to the ‘Parkinson plane’ — or ‘preferred plane’ — defined by Parkinson (1959), in which the variations of magnetic field preferentially occur.

The use of arrows to illustrate, in both a quantitative and qualitative manner, induction in an earth in which the electrical conductivity varies laterally increased significantly after Schmucker (1964, 1970), and independently Everett & Hyndman (1967) and Edwards, Law & White (1971), laid the foundation for a transfer function analysis of the interrelationship between the horizontal and vertical magnetic field components. In the complete treatment of Schmucker, the transfer functions \([z_x(\omega), z_y(\omega)]\) of the two-input/single output linear system are sought which relate the anomalous vertical magnetic field component \(H_z^a(\omega)\) to...
the normal horizontal magnetic field components \([H^\text{n}_X(\omega), H^\text{n}_Y(\omega)]\) at a given frequency \(\omega\),
\[
H^\text{n}_X(\omega) = z_X(\omega) H^\text{n}_X(\omega) + z_Y(\omega) H^\text{n}_Y(\omega) + \epsilon
\]
by reducing the error \(\epsilon\) in some manner (usually least-squares). The necessity of undertaking a separation of the total field components into their constitutive normal and anomalous parts obviously places a severe restriction on the potential application of equation (1). Accordingly, the estimates of the transfer functions \([A(\omega), B(\omega)]\) of the linear system which defines a regression of the total horizontal magnetic field components \([H^\text{H}_X(\omega), H^\text{H}_Y(\omega)]\) onto the total vertical magnetic field component \(H^\text{V}_Z(\omega)\), viz.
\[
H^\text{V}_Z(\omega) = A(\omega) H^\text{H}_X(\omega) + B(\omega) H^\text{H}_Y(\omega) + \epsilon
\]
are most often determined and subsequently interpreted. The conditions under which \([A(\omega), B(\omega)]\) reasonably approximate \([z_X(\omega), z_Y(\omega)]\) have been detailed by many workers (see e.g. Banks 1973; Alabi, Camfield & Gough 1975; Jones 1981a). However, provided that the source field is sufficiently uniform such that \(H^\text{V}_Z(\omega)\) contains an insignificant amount of normal vertical field \(H^\text{n}_Z(\omega)\), then it is obviously of little consequence in the modelling stage if the transfer functions defined by equation (1), or those defined by equation (2), are used. Indeed, if a separation into normal and anomalous parts is possible, Summers (1981, 1982) and Jones (1983, 1986) have argued for the adoption and use of anomalous transfer functions \([A_\text{a}(\omega), B_\text{a}(\omega)]\) which relate the anomalous vertical magnetic field component to the anomalous horizontal magnetic field components, viz.,
\[
H^\text{V}_Z(\omega) = A_\text{a}(\omega) H^\text{H}_X(\omega) + B_\text{a}(\omega) H^\text{H}_Y(\omega) + \epsilon
\]
Having derived estimates of either \([z_X(\omega), z_Y(\omega)]\) or \([A(\omega), B(\omega)]\), the majority of workers choose to display these by defining 'induction arrows', occasionally erroneously termed 'induction vectors' (see Parkinson 1983, p. 333). The 'in-phase' — or 'real' — arrow is defined by
\[
c^\text{R}(\omega) = -z_X^\text{R}(\omega)i - z_Y^\text{R}(\omega)j
\]
and the 'quadrature' — or 'imaginary' — arrow by
\[
c^\text{I}(\omega) = +z_X^\text{I}(\omega)i + z_Y^\text{I}(\omega)j
\]
(Schmucker 1970, p. 23), where \(i, j\) are the Cartesian unit vectors towards magnetic north and east, and superscripts 'R' and 'I' refer to real and imaginary parts, respectively. Note that \(c^\text{R}\) is chosen to have a negative orientation to be in accordance with the orientation of the Parkinson arrow.

The relationships between the various arrows and graphical plots detailing the interrelationship between the relevant magnetic field components have been reviewed by Gregori & Lanzerotti (1980). However, the reader should be aware of the implicit assumptions made by these authors when they express relationships between the real 'Schmucker' arrow (defined by equation 4a) and the Parkinson and Wiese arrows (see the discussions on this review paper by Jones 1981b and Wolf 1982).

According to conventional wisdom, the Parkinson arrow and the real Schmucker arrow point 'towards zones of high, and away from zones of low, internal conductivity' (Schmucker 1970, p. 23). This supposed truism is to be found in many papers dealing with geomagnetic depth sounding (GDS) data, e.g. Gough, McElhinny & Lilley (1974, p. 354); Woods & Lilley (1979, p. 452); Greenhouse & Bailey (1981, p. 1271); Rokityansky (1982 p. 286); Wolf (1982, p. 520); Gough & Ingham (1983 p. 816); Prugger & Woods (1984 p. 7777). Other workers in the field have preferred to state that the real arrows, when

It is the purpose of this note to discuss the frequency-dependence of an isolated anomaly, and to illustrate that the above assertions may, under certain circumstances, be false, i.e. that the Parkinson arrow and the real Schmucker arrow point away from the zone of high internal electrical conductivity, and away from the location of current concentration.

Model

The model employed to illustrate the previous, perhaps startling, statement is shown in Fig. 1 and was studied earlier by Summers (1981). However, this author was unable to reproduce Summers' results (his figs 3a, b), and we note that Wolf (1983) has already questioned the correctness of Summers' numerical code. The top of the prism, of resistivity 10 Ωm, is 60 km from the Earth's surface, within a host medium of 200 Ωm. Accordingly, at a period of 72 s the top of the prism is one skin depth below the surface, where the skin depth δ of an electromagnetic (EM) field is given by δ = √(2/ωμσ), ω being the radian frequency of interest, μ and σ the permeability and electrical conductivity respectively of the medium. At this depth, the EM field has an amplitude of 1/e of its surface value, and a phase which lags the surface field by one radian. However, these amplitude and phase ratios are only meaningful in the absence of the conducting prism - the very existence of the inhomogeneity makes meaningless any discussion of the amplitude and phase characteristics of the magnetic and electric fields at a given depth from skin depth type arguments. If the conductivity of the

![Figure 1. The geometry and parameters of the model studied and coordinate system used.](image-url)
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prism were infinite, then there could not be any penetration of the electric field into the block, and obviously the electric field would have zero amplitude on all block boundaries. If the 10 Ωm block were not bounded in the y-direction, i.e., a layered 1-D model, then the electric field amplitude and phase (normalized to the surface field) on the block's upper surface for a 72 s EM wave would be 0.13° and −61° respectively, compared to 0.37 and −57.25° from skin depth attenuation in a uniform half-space.

Following Summers' suggestion (1981), it is instructive to consider the anomalous fields caused by the presence of the inhomogeneity. In Fig. 2 contours of $E_x(t)$ are illustrated, the instantaneous anomalous horizontal electric field along strike ($E_x$ is the only electric field component that exists), in units of nV km$^{-1}$ for a normal horizontal magnetic field of $1 \gamma$ in the E-polarization mode of induction at periods of 100 s (Fig. 2a) and 1000 s (Fig. 2b) at a time $-\pi/4$ radians. In a uniform half-space, the electric field leads the magnetic field by $\pi/4$, and in fact the electric field on the surface at $y = 0$ is within 6° of this value at both periods. Hence, this 'snapshot' gives a visual impression of the field pattern that is responsible for the in-phase anomalous magnetic fields. As can be seen by comparing the two figures, a radically different anomalous field pattern results at the two periods. At both periods, the anomalous electric field, and, accordingly, anomalous current density from $J = \sigma E$, is centred at a depth of 70–80 km at location $y = 0$. The maximum anomalous field strengths, for a $1 \gamma$ normal horizontal magnetic field, are $\approx 670$ nV km$^{-1}$ and $\approx 490$ nV km$^{-1}$ at 100 s and 1000 s periodicity respectively, i.e., anomalous current densities of 67 nA m$^{-2}$ and 49 nA m$^{-1}$. Note that the fields at this position are negative i.e. they are opposed in direction to the incident horizontal electric field and result in the total horizontal electric field being reduced.

However, there is a fundamental difference between the fields at these periods. The contour along which the anomalous electric field goes through zero is mostly below the surface at 100 s period, whereas it is above the surface for locations directly over, and 'close' to, the anomaly at 1000 s, where 'close' for this case means $|y| < 450$ km. Beyond this zero contour, the anomalous electric field is positive, i.e. it is in the same sense as the incident normal electric field, and these fields can be thought of as associated with the return currents of the anomalous electric field (the return currents of the normal field are at 'infinity'). The zero contour is totally below the surface at all periods shorter than 72 s. At 72 s, the period at which the top of the body is at exactly one skin depth below the surface, this contour grazes the surface at $y = 0$. At all longer periods, this contour intersects the surface at a lateral distance from the anomaly which increases with increasing period, and is 45 km and 450 km at 100 s and 1000 s, respectively.

The anomalous electric field at 1000 s (Fig. 2b) may be thought of as the 'conventional' view of EM induction in an isolated conducting inhomogeneity. The field induces an anomalous magnetic field which, at the surface above and 'close' to the anomaly, is additive to the normal horizontal magnetic field, as shown in Fig. 3 (curve labelled b). Thus, a Fourier amplitude map of this total horizontal magnetic field component will display a maximum directly above the anomaly. The transfer function between the vertical magnetic field component $H_z$ (which is $E_x^2$ as $H_x^2 = 0$) and the total horizontal magnetic field component $H_z$ is as illustrated in Fig. 4b. Note that the real part of this function is positive for $0 < y < 450$ km, so that when the real induction arrow is derived, using equation (4a), it will point towards the conducting inhomogeneity.

However, the situation at 100 s is dramatically different. The surface anomalous electric field is everywhere in the same sense as the incident field, apart from locations directly above the body, i.e. $|y| < 45$ km, and hence the surface anomalous horizontal magnetic field is subtractive from the normal horizontal magnetic field. This results in a total magnetic field which is less than the normal horizontal magnetic field (see Fig. 3, curve a). Thus, a Fourier
Figure 2. (a) Contours of the instantaneous anomalous horizontal electric field along strike, i.e. $E_x^a(t)$, in nV km$^{-1}$ for an incident normal horizontal magnetic field of 1 $\gamma$ with a periodicity of 100 s at a time of $-\pi/4$ radians ($-12.5$ s). The full lines are negative, i.e. they are opposed in direction to the incident field, whereas the dashed lines are positive. The zero contour is the location along which there is no instantaneous anomalous electric field. (b) As for (a) but for a period of 1000 s and at a time of $-125$ s. Note that the zero amplitude contour is not within this diagram, but does intersect the ground surface at $\pm450$ km.
Figure 3. The amplitude of the total horizontal magnetic field component perpendicular to strike \( |H_y^t(\omega)| \), for a normal incident magnetic field of 1 \( \gamma \), at periods of 100 s (curve a) and 1000 s (curve b).

Figure 4. The ratio of the vertical field component to the total horizontal magnetic field component perpendicular to strike \( H_z/H_y^t \) at 100 s (a) and 1000 s (b). The full lines illustrate the real parts, whereas the dashed lines illustrate the imaginary parts. Note the difference in ordinate scales between (a) and (b).
amplitude map of this component at this period will display a broad minimum above the anomaly, flanked by two maxima at some distance from it (in this case 250 km). Obviously, a Fourier map from a profile conducted between locations \( y = 0 - 200 \) km at this period would be erroneously interpreted as indicating a fault-like structure at \( y \approx 150 \) km. Also, the real induction vector defined by equation (4a) will be reversed and point away from the inhomogeneity (Fig. 4a). Note that directly above the structure, i.e. for \( |y| < 45 \) km, for this period \( \text{Re} (H_z/H_y) \) is virtually zero — it is, in fact, positive but exceedingly small (< 0.01). (Fig. 4a can be compared directly with fig. 3a of Summers (1981) — a major difference is obvious). It is also observed in the transfer function defined by equation (1), i.e. \( \text{Re} (H_z/H_y^a) \), and, in fact, this function is negative at all locations \( y \). This effect is due to high frequency oscillations of the EM field and has long been exploited in controlled-source EM work. It manifests itself in the magnetotelluric technique as a high-frequency oscillation of the apparent resistivity curve. The effect is small, but it should be known and appreciated.

This apparent frequency-dependent inconsistency does not appear when the anomalous transfer functions, defined by equation (3), are used. In Fig. 5 are illustrated these functions, given by \( H_z(\omega)/H_y^a(\omega) \), at 100s and 1000s period. (Fig. 5a can be compared directly with fig. 3b of Summers (1981), and large discrepancies are evident.) For \( y > 0 \), then \( \text{Re} (H_z/H_y^a) \) is always positive above the inhomogeneity, and out to some large value of \( y \), and, hence, the reversed real anomalous induction arrows close to an inhomogeneity point towards it at all frequencies. \( \text{Im} (H_z/H_y^a) \) is positive for all \( y > 0 \), and, hence, reversed imaginary anomalous induction arrows always point towards an inhomogeneity at all
frequencies. However, as mentioned by Jones (1983), these arrows only indicate the location of anomalous zones in conductivity, they do not indicate if the anomalous zone is of higher or lower conductivity than the surrounding host rock.

Conclusions

The real induction arrow, or ‘Parkinson arrow’, does not always point towards a zone of higher conductivity or to current concentrations. At all frequencies higher than that at which the top of the body is one skin depth below the surface, the zero contour of the instantaneous anomalous horizontal electric field $E^x_\omega$ is totally below the surface at a time of $-\pi/4$. Accordingly, the arrow, when reversed, will point away from the structure. The amplitudes of the transfer functions under these conditions are small — for the example considered herein, the maximum real and imaginary induction arrows at 100 sec are $-0.02$ at $y = 140$ km and $-0.05$ at $y = 70$ km. However, given our increasing ability at obtaining high precision estimates of small-valued transfer functions (e.g. Jones & Jodicke 1984; Chave, Thomson & Ander 1985), due consideration must be given to the frequency-dependence of anomalies discussed herein. This is particularly important if the arrows, or the Fourier amplitude maps, are interpreted in a qualitative manner only. It is possible to perceive of a study that only derives GDS response information at periods shorter than that at which the anomaly is one skin depth below the surface, and in such a situation a totally erroneous qualitative interpretation might result. Accordingly, quantitative modelling of transfer function responses must be undertaken, and it must be ensured that the full frequency response of the anomaly is known.

Obviously, this situation of real arrows having an apparently erroneous orientation does not occur at any frequency whatsoever for anomalies that are exposed at the surface, for example the coast-effect.

Finally, it should be noted that Summers’ calculations cannot be reproduced. This author derived all the calculations presented herein, including Figs 4(a, b), using two different modelling programmes, Madden’s EMDCD (Madden 1973) and Ku’s (Ku, Hsieh & Lim 1973), both of which are transmission surface analogues and have been checked against analytical solutions [d’Erceville & Kunetz’s (1962) fault] by this author in their B-polarization implementations. With this problem in mind, perhaps authors’ of new code should be requested to check their solutions against control models, for example the ones proposed by Zhdanov’s COMMEMI project (Zhdanov & Varentsov, 1984), or the analytical B-polarization and E-polarization solutions for the model proposed by Weaver (Weaver, Le Quang & Fischer 1985, 1986), before publications describing the results of their code can be accepted.
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