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SUMMARY
As a consequence of measuring time variations of the electric and the magnetic field, which are related to current flow and charge distribution, magnetotelluric (MT) data in 2-D and 3-D environments are not only sensitive to the geoelectrical structures below the measuring points but also to any lateral anomalies surrounding the acquisition site. This behaviour complicates the characterization of the electrical resistivity distribution of the subsurface, particularly in complex areas. In this manuscript we assess the main advantages of complementing the standard MT impedance tensor ($Z$) data with interstation horizontal magnetic tensor ($H$) and geomagnetic transfer function ($T$) data in constraining the subsurface in a 3-D environment beneath a MT profile. Our analysis was performed using synthetic responses with added normally distributed and scattered random noise. The sensitivity of each type of data to different resistivity anomalies was evaluated, showing that the degree to which each site and each period is affected by the same anomaly depends on the type of data. A dimensionality analysis, using $Z$, $H$ and $T$ data, identified the presence of the 3-D anomalies close to the profile, suggesting a 3-D approach for recovering the electrical resistivity values of the subsurface. Finally, the capacity for recovering the geoelectrical structures of the subsurface was evaluated by performing joint inversion using different data combinations, quantifying the differences between the true synthetic model and the models from inversion process. Four main improvements were observed when performing joint inversion of $Z$, $H$ and $T$ data: (1) superior precision and accuracy at characterizing the electrical resistivity values of the anomalies below and outside the profile; (2) the potential to recover high electrical resistivity anomalies that are poorly recovered using $Z$ data alone; (3) improvement in the characterization of the bottom and lateral boundaries of the anomalies with low electrical resistivity; and (4) superior imaging of the horizontal continuity of structures with low electrical resistivity. These advantages offer new opportunities for the MT method by making the results from a MT profile in a 3-D environment more convincing, supporting the possibility of high-resolution studies in 3-D areas without expending a large amount of economical and computational resources, and also offering better resolution of targets with high electrical resistivity.
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1 INTRODUCTION
Over the last 30 yr theoretical and technological developments have justified and established the use of the magnetotelluric (MT) method in many regions with widely differing objectives, by adjusting it to the specific requirements of each area of study (e.g. Chave & Jones 2012). Thanks to this relatively rapid progress, MT studies have been undertaken from the deepest seas (e.g. Heinson et al. 2000; Baba et al. 2006; Seama et al. 2007) to the highest mountain ranges on Earth (e.g. Le Pape et al. 2012; Kühn et al. 2014), characterizing the geoelectrical subsurface in a large variety of regions and for both academic and commercial applications (e.g. Heinson et al. 2006; Falgàs et al. 2009; Jones et al. 2009; Tuncer et al. 2009; 

© The Authors 2016. Published by Oxford University Press on behalf of The Royal Astronomical Society.
One of the main issues hindering high resolution of the subsurface using MT is that in 3-D environments the data can be strongly affected by geoelectrical structures located some distance away from the sites where the data are acquired, affecting most data sets to at least some degree (e.g. Brasse et al. 2002), and potentially leading to inaccurate characterization of the subsurface below the study area (e.g. Jones & Garcia 2003). In recent years, the availability of 3-D forward and inversion codes (e.g. Farquharson et al. 2002; Siripunvaraporn et al. 2005a; Avdeev & Avdeeva 2009; Egbert & Kelbert 2012; Kelbert et al. 2014; Grayver 2015; Usui 2015) has improved the characterization of the subsurface in these situations, and 3-D inversion has become a more routine procedure for the EM community, although more experience is needed before it becomes as firmly established as is 2-D inversion (e.g. Miensopust et al. 2013; Tietze & Ritter 2013; Kiyan et al. 2014).

However, difficulties associated with logistics, acquisition costs and instrumentation availability still often require MT field specialists to acquire data predominantly along 2-D profiles, even when the study is performed in a 3-D environment. Jones (1983), Wannamaker et al. (1984), Berdichevsky et al. (1998), Park & Mackie (2000), Ledo et al. (2002) and Ledo (2005) studied the limitations of 2-D interpretation of 3-D MT data and made various recommendations, showing some situations where 2-D inversion of 3-D data can properly reproduce the geoelectrical subsurface when the content in the 2-D modes is appropriately chosen for inversion. Siripunvaraporn et al. (2005b) suggest that if the data are 3-D in nature but collected along a profile rather than on a grid, the results from the 3-D inversion of the MT profile are superior to the results obtained by performing 2-D inversion of the same data, even with the far coarser mesh employed in 3-D as compared to 2-D inversion. Following this idea, several publications recommend inverting all four components of the MT impedance tensor (\(Z\)), for example Siripunvaraporn et al. (2005b), Tietze & Ritter (2013) and Kiyan et al. (2014), instead of the approach of inverting only the off-diagonal components (\(Z_{ij}\)) (e.g. Sasaki 2004; Sasaki & Meju 2006). However, the presence of anthropogenic noise can strongly reduce the quality of the \(Z\) data, in particular the quality of the diagonal components, making it sometimes worthless to use all components of the \(Z\) tensor for the inversion process because of scatter and/or extremely large errors in the diagonal components of \(Z\).

Interstation horizontal magnetic transfer function (\(H\)) and the geomagnetic transfer function (\(T\)) data, which are not affected by electric field effects caused by galvanic distortion from charges on conductivity boundaries or gradients on small-scale structures, have been used to improve MT results and constrain the subsurface using 2-D or 3-D inversion (e.g. Soyer & Brasse 2001, 2-D \(H\) only of field data; Gabiás & Marcuello 2003, 2-D \(Z\) + \(T\) theoretical study; Siripunvaraporn & Egbert 2009, 3-D \(Z\), \(T\) and \(Z + T\) of synthetic and field data; Berdichevsky et al. 2010a, 2-D \(Z + T\) of field data; Habibian et al. 2010, 2-D \(Z + T\) of field data; Tietze & Ritter 2013), 3-D \(Z\), \(T\) and \(Z + T\) of synthetic and field data, (Habibian & Oskooi 2014, 2-D \(H\) cf. \(T\) theoretical study, Meqbel et al. 2014, \(Z\), \(T\) and \(Z + T\) of field data, Rao et al. 2014, \(Z\) and \(Z + T\) of field data; Yang et al. 2015, \(Z\) and \(Z + T\) of field data; Varentsov 2015a,b, performing 2-D, 2-D+ and quasi 3-D inversion using \(Z\), \(T\) and \(H\) with theoretical and field data), but no-one has yet undertaken an examination of the advantages of including \(H\) and \(T\), simultaneously, when performing 3-D inversion of \(Z\) data (\(Z + H + T\) in 3-D). It should be noted that the magnetic effects caused by galvanic distortion charges do affect \(Z\), \(H\) and \(T\) (e.g. Chave & Smith 1994; Chave & Jones 1997), however, these effects rapidly decrease with increasing period due to the square root dependence of their sensitivity on frequency, and can effectively be ignored over broad frequency bands. This rapid decrease is true for pure galvanic distortion but not in other situations as for example in the case of presence of current channelling caused by thin-long structures (e.g. Lezeta & Haak 2003; Campanyà et al. 2012).

Another area for improvement for the MT geophysical technique is its issue with recovering high electrical resistivity anomalies in areas with contrasting low electrical resistivity values, or areas beneath strong low resistivity anomalies (e.g. Vozoff 1991; Berdichevsky et al. 1998; Bedrosian 2007; Berdichevsky & Dmitriev 2008; Chave & Jones 2012; Miensopust et al. 2013). The capacity at recovering low electrical resistivity structures is a particular strength of the MT method as a geophysical technique when characterizing geoelectrical structures from the first few metres to the asthenosphere (e.g. Jones 1999; Ledo et al. 2011; Rosell et al. 2011; Campanyà et al. 2012; Ogaya et al. 2013; Dong et al. 2014; Muñoz 2014). However, issues in recovering high electrical resistivity anomalies are somewhat of a limitation for the MT method in certain resource exploration applications, for example where resistive hydrocarbons are present (e.g. Simpson & Bahr 2005; Unsworth 2005) and very high quality data are required.

The aim of this paper is to evaluate and highlight, from numerical experiments, the advantages in combining \(Z\) (full tensor) or \(Z_{ij}\) (off-diagonal components only) responses with \(H\) and \(T\) responses when characterizing and modelling the subsurface below a MT profile in a 3-D environment, and to evaluate if the sensitivity and resolution issues discussed above can be addressed.

### 2 Experimental Design

The numerical experiment consisted of calculating the forward responses of a defined synthetic model with embedded 3-D anomalies. These responses were used for a sensitivity test, evaluating the effects of each anomaly on the different types of data, \(Z\) or \(Z_{ij}\), \(H\) and \(T\). Dimensionality analyses and inversions were also performed characterizing the 3-D behaviour of the responses and recovering the electrical resistivity structures of the subsurface by performing 3-D joint inversion with different combinations of \(Z\), \(H\) and \(T\). The fit of the data and the accuracy for recovering the electrical resistivity distribution of the subsurface was quantified with the aim of providing a robust support to the conclusions extracted from the experiment.

#### 2.1 Synthetic model

The background structure of the synthetic model (Fig. 1) is a 1-D layered Earth comprised of four layers: (1) a resistivity of 100 \(\Omega\)m between 0 m (the surface) and 90 m depth; (2) a resistivity of 400 \(\Omega\)m between 90 and 1500 m depth; (3) a low-resistive layer of 10 \(\Omega\)m between 1500 and 2000 m depth; and (4) a layer from 2000 to 90 km depth with a resistivity of 200 \(\Omega\)m. A half-space of 20 \(\Omega\)m at 90 km depth was added at the bottom of the model to ensure that the EM fields at the adopted periods do not penetrate away from the utilized mesh, also creating a more common response for the longest periods simulating the existence of a hypothetical asthenosphere. This 1-D layered background was used to simulate a more realistic and complex situation than a homogeneous background, and at the same time to highlight the inherent deficiencies of \(H\) and \(T\) data for resolving laterally uniform structures.
Within this layered background structure there are three 3-D resistivity bodies; two low resistivity structures (L1 and L2) and a high resistivity body (H1; Fig. 1). Both low and high resistivity anomalies have been added to highlight the resolution differences between these two types of anomalies when characterizing the subsurface. L1 and L2 are located between 500 and 1000 m depth and have a resistivity value of 3 Ωm. H1 is located between 1500 and 2000 m depth with electrical resistivity values of 400 Ωm. The green arrows points to site 26, which is used as a neighbouring reference site for H responses.

The forward response of the synthetic model at the 28 sites located along the north–south profile, covering a range of periods between 0.0001 and 1000 s (frequencies of 10000–0.001 Hz), was calculated using the ModEM code (Egbert & Kelbert 2012; Kelbert et al. 2014), modified for inclusion on H responses (see Fig. S1, for more details), with a large 3-D mesh that comprised 222 × 182 × 132 cells in the north–south, east–west and vertical directions, respectively. The core of the mesh comprised 162 × 112 × 132 cells with a horizontal cell size of 120 m × 120 m, while the distance between sites was 600 m. The lateral size of the padding cells increased by a factor of 1.3 from the edges of the core outward to the boundaries. The thickness of the top layer was 10 m, with an increasing factor of 1.048 for the subsequent layers in the z-direction, ensuring that the thickness of each cell within the depth of interest, namely the first 3 km, is smaller than the horizontal cell size.

2.2 Response types

As mentioned above, three different EM tensor relationships were studied in our numerical experiment: (1) the standard MT impedance tensor (Z) (eq. 1); (2) the geomagnetic transfer function (T) (eq. 2) and (3) the interstation horizontal magnetic transfer function (H) (eq. 3).

\[ e_i = Zh_i \]  
\[ h_i = Th_i \]  
\[ h_i = H_{ln} h_n \]  

where \( h_i \) and \( h_n \) are two component vectors comprising the horizontal magnetic components at the local site \( i \) \( [h_{ix}, h_{iy}] \) and the neighbouring reference site \( n \) \( [h_{nx}, h_{ny}] \), respectively. The neighbouring reference site is the site used to relate the horizontal magnetic fields of all the studied sites (local sites) with the horizontal magnetic fields of this site (neighbouring reference site). \( e_i \) is a two component vector comprising the horizontal electric components at the local site \( i \) \( [e_{ix}, e_{iy}] \) and \( h_i \) is the vertical component of the magnetic field recorded at the local site \( i \). \( Z \) and \( H_{ln} \) are \( 2 \times 2 \) complex matrices and \( T \) is a \( 1 \times 2 \) complex vector. In all cases dependence on frequency is assumed.

The H transfer function relates the horizontal magnetic field between two different sites (one of the local sites and the neighbouring reference site), characterizing the differences associated with the electrical resistivity distribution below the two sites. This requires that the structures below the neighbouring reference site should also be characterized (e.g. Soyer 2002), which can be achieved by having the neighbouring reference site within the area of study. Note that, in case the neighbouring reference site used to acquire and process the data is outside the study area, for the inversion process the H data can be rearranged using as a neighbouring reference site any of the sites in the study area, even if the data at this site were not acquired during the whole survey. This can be achieved following steps analogous to the ones used in the ELICIT methodology to process MT data (Campanyà et al. 2014), in which inputs and outputs related by the transfer functions do not need to be acquired simultaneously.

For the experiment presented in this paper, site 26 (identified with a green arrow in Fig. 1) has been chosen as a neighbouring reference site for all of the H responses as there are no prescribed anomalies below it and thereby facilitating simple evaluation of the properties of the H responses.

2.3 Sensitivity analysis

A non-linear sensitivity test was performed to identify the sites and periods responsive to the geoelectrical anomalies and to characterize and quantify the effects of those anomalies on the Z, H and T responses, individually and collectively. The sensitivity test consisted of calculating the differences between the forward responses of the 1-D layered model with the studied anomalies included (L1, L2 and H1) and the forward responses of the background 1-D layered
Figure 2. Results of the sensitivity test for the L1 anomaly. Values obtained by calculating the differences between the forward responses of the 1-D layered model containing L1 anomaly and the forward responses of the background 1-D layered model without anomalies. The differences are divided by the assumed error, thus showing how sensitive the responses are to the anomaly with respect to the errors. White areas are periods that are non-sensitive to L1 (differences smaller than the assumed error). Red and blue areas are periods that are sensitive to L1.

model without any anomalies. The differences between the model responses were divided by the adopted error, thus highlighting how sensitive the responses are to the anomalies with respect to the errors in the data. Impedance error bounds were set to 5 per cent of $|Z_{ij}|$ for diagonal and off-diagonal impedance tensor elements, in combination with an error floor of 5 per cent of $|Z_{xy}^* Z_{yx}|^{1/2}$ for the diagonal elements. Error floor was added to avoid the extremely small error values associated with the periods of the $Z_{xx}$ and $Z_{yy}$ components not affected by the 3-D anomalies. For the T and the H responses we used constant error bounds of 0.02. These errors were chosen consistent with the errors assumed in other publications with both real and synthetic data (e.g. Soyer 2002; Habibian et al. 2010; Egbert & Kelbert 2012; Tietze & Ritter 2013). Figs 2–5 show the effects of the L1, L2, H1 and L1 + L2 + H1 anomalies, respectively, individually and collectively as contoured pseudo-sections, with distance along the profile on the abscissa and period, on a decadic logarithm scale, along the ordinate. Differences within the assumed errors, values between −1 and 1, are white in colour and show the periods for the various components at the sites that are insensitive to the anomalies. Therefore, for these periods the anomalies cannot be resolved within the assumed precision. Dark blue and dark red areas show periods at the sites that are highly sensitive to the anomaly, with anomalous responses of four or more standard deviations of the assumed errors. Note the somewhat simplicity of anomalous response for single features (Figs 2–4), but the complexity of the response when all features are included (Fig. 5). The total summed effect of each anomaly on the responses is quantified in Fig. 6. In this figure, the sensitivities of $Z_o$ (off-diagonal components of Z) are also shown, as the off-diagonal components have been often used as a data type, although most practitioners now invert the full impedance tensor Z.
Figure 3. Results of the sensitivity test for the L2 anomaly. Values obtained by calculating the differences between the forward responses of the 1-D layered model containing L2 anomaly and the forward responses of the background 1-D layered model without anomalies. The differences are divided by the assumed error, thus showing how sensitive the responses are to the anomaly with respect to the errors. White areas are periods that are non-sensitive to L2 (differences smaller than the assumed error). Red and blue areas are periods that are sensitive to L2.

These pseudo-sections show the sensitivity of each period at each site, with respect to the adopted error, between the responses of the 1-D layered model with the studied anomaly and the responses of the 1-D layered model without any anomaly. The sensitivity values for each period and site were calculated following eq. (4):

\[
S = 1 + \sum \left( \frac{\text{abs} \left( \frac{\text{model response} - \text{data}}{\text{error}} \right)}{\text{error}} - 1 \right) \\
\forall \frac{\text{model response} - \text{data}}{\text{error}} > 1,
\]

where \(S\) is the sensitivity per each period and site. Note that this equation has the condition that each component of the analysed tensor relationship, for each period and site, is included in the summand only if difference between model response and data is greater than the assumed error, which means is sensitive to the analysed anomaly.

Four main conclusions can be drawn from the sensitivity tests:

1. The influence of each anomaly at a given site and at a given period depends upon the types of responses used. Whereas the \(Z\) and \(H\) responses are more sensitive at the sites directly above the anomalies, the \(T\) responses are more sensitive at the sites located at the edge of the anomalies. This can be understood as a consequence of the physics of induction. For a uniform source field there is no vertical field above a laterally uniform Earth, the greatest effects in \(T\) are off to the side of the anomaly (see e.g. Jones 1986).

2. The anomalies affect a narrower range of periods for \(H\) and \(T\) responses than for \(Z\) responses. For the \(Z\) responses, the anomalous effect extends to longer periods without seeing the end of the effect of the anomalies for the analysed periods. This is because
the galvanic charges on the boundaries of conductivity contrasts, once imposed, remain in place at all longer periods. There are both magnetic and electric effects of the charges (see e.g. Chave & Smith 1994; Chave & Jones 1997; Jones 2012) but the magnetic effects drop off very quickly with increasing period for isolated anomalies.

3) For the \( H \) and \( T \) responses the influence of anomaly L1 is stronger than for anomalies L2 and H1, though the difference is not as large as for \( Z \) and \( Z_o \) responses (Fig. 6). This is because MT is primarily sensitive to elongated conductors, and in our numerical experiment L1 is the longest and most conducting of the three anomalies. This could result in the inversion modelling of the \( Z_o \) and \( Z \) responses naturally focussing more on fitting data responding to the L1 structure than to the other anomalies, as this will lead to the greatest overall misfit reduction, whereas for the \( H \) and \( T \) responses the L1, L2 and H1 anomalies will have similar weight during the inversion process.

4) With the 3-D geoelectrical structures (L1, L2 and H1) orientated perpendicular to the MT profile, the presence of sensitive periods for the \( Z_{xx}, Z_{yy}, H_{xy}, H_{yx}, H_{yy} \) and \( T_y \) components implies that the analysed responses are sensitive to the 3-D nature of the anomalies (Berdichevsky & Dmitriev 2008). However, in this numerical experiment, the effect of the L1 anomaly on the \( y \) component of the \( T \) responses is smaller than the assumed error (Fig. 2c), which means that in this situation the \( T \) responses ‘see’ the L1 anomaly as a 2-D structure within the precision of the responses.

The different influences of each anomaly in relation to the examined types of responses suggest that the use of \( H \) and \( T \) responses as
2.4 Dimensionality analysis

The dimensionality of the synthetic model was analysed using the $Z$, $H$ and $T$ responses separately (Fig. 7). Normally distributed scattered random noise was added to the responses in a manner consistent with the errors assumed for the sensitivity test. In particular, the added noise at each site and frequency was derived by generating random numbers from the normal distribution with mean parameter (0) and standard deviation (1) and multiplying this number by the data error of the responses. The same errors as those assumed for the sensitivity test were assumed for the distorted responses.

For the $Z$ responses, dimensionality analysis was performed using the phase tensor (Caldwell et al. 2004), as this method is routinely used for evaluating the dimensionality of the study area without being affected by galvanic distortion. To assess the presence of 3-D structures, a variant of the $\beta$ criterion was used. Typically $\beta$ is used to justify 2-D/3-D interpretation based on a threshold value (see e.g. Caldwell et al. 2004; Thiel et al. 2009; Booker 2014). In this case we took into account the errors of the data, as suggested by Booker (2014), interpreting all deviations from zero that are above the error in determining $\beta$ as a 3-D. The ellipses are each filled with a colour associated with the magnitude of $\beta$ divided by this error. Values

---

Figure 5. Results of the sensitivity test for the combined L1 + L2 + H1 anomalies. Values obtained by calculating the differences between the forward responses of the 1-D layered model containing L1 + L2 + H1 anomalies and the forward responses of the background 1-D layered model without anomalies. The differences are divided by the assumed error, thus showing how sensitive the responses are to the anomalies with respect to the errors. White areas are periods that are non-sensitive to L1 + L2 + H1 anomalies (differences smaller than the assumed error). Red and blue areas are periods that are sensitive to L1 + L2 + H1.

---

an accompaniment to the commonly used $Z_0$ and $Z$ responses will introduce complementary information that enhances resolution and restricts acceptable model space, whilst simultaneously increasing the weight to the L2 and H1 anomalies during the inversion process.
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Figure 6. Results from the sensitivity test to quantify the effect of each anomaly on the \( Z \), \( Z_o \), \( H \) and \( T \) responses. White areas are periods that are not sensitive to the anomalies. Note that all plots have different colour scales. Grey thick lines at the top of each pseudo-section show the location of the studied anomalies along the profile.

The error in \( \beta \) was calculated by computing a thousand \( \beta \) values using different values of the \( Z \) components (\( Z_{xx}, Z_{xy}, Z_{yx}, \) and \( Z_{yy} \), real and imaginary) randomly distributed within the total range of the assumed error.

For the \( H \) responses dimensionality analysis was performed following similar criteria to that used by Berdichevsky et al. (2010b), plotting the variations of the \( H \) responses: \( H - I \), where \( I \) is the identity matrix. In this case 1-D structures are represented by dots (\( \phi_{\text{max}} = \phi_{\text{min}} = 0 \)), 2-D structures by lines (\( \phi_{\text{max}} > \phi_{\text{min}} = 0 \)) and 3-D structures by ellipses (\( \phi_{\text{max}} \geq \phi_{\text{min}} \neq 0 \)). The colour represents the magnitude of \( \phi_{\text{min}} \) divided by the error of \( \phi_{\text{min}} \). Only values greater than one require the presence of 3-D structures to explain the observed responses (Fig. 7b). Error in \( \phi_{\text{min}} \) values were derived following equivalent steps to that the calculation of the error in \( \beta \).

Finally, induction arrows (Schmucker 1970), following the Parkinson criteria (i.e. the real arrows generally point towards current concentrations in conducting anomalies, Jones 1986), were used to study the dimensionality of the area using the \( T \) responses (Fig. 7c). For the \( T \) responses, the presence of real and imaginary arrows pointing in non-parallel directions at the same period and site is associated with a 3-D structure, as the imaginary induction arrow is approximately parallel to the difference between two real induction arrows at consecutive periods at the same site (Marcuello et al. 2005). The coloured circles show the differences between the angle of the real and the imaginary arrows, for each period and site, divided by the error at constraining the angle difference. Note that to define the angle difference between real and imaginary arrows we computed the differences using the same and opposite directions of the real and imaginary arrows, and selected the minimum angle difference value. Values greater than one at dividing the angle difference by the error at determining the angle difference suggest the presence of 3-D structures (Fig. 7c). Errors at defining the angle difference between real and imaginary arrows were derived following equivalent steps to that the calculation of the error in \( \beta \).

Comparing the results in Fig. 7 between all sites and periods, differences between the angles of the phase tensor ellipses (removing the 90° ambiguity), the directions of the arrows (\( T \) responses) and the angles of \( \phi_{\text{max}} \) (\( H \) responses), all of them are also related to a 3-D environment. Note that for structures crossing the MT profile (L1 and H1), the phase tensor and the induction arrows appear to characterize the 3-D behaviour at the sites located at the edges of the anomalies, whereas looking at the variations of \( H \), sites located...
above of the anomalies seems to be more affected by the 3-D effect of the anomalies.

2.5 3-D inversion of the MT profile

Nine inversions were performed using different combinations of $Z, Z_0, H$ and $T$ responses employing the ModEM algorithm (Egbert & Kelbert 2012; Kelbert et al. 2014) modified for inclusion on $H$ responses (see Fig. S1, for more details). In all cases, the same inversion parameters were used to avoid differences associated with inversion set-up parameters and thus focusing only on the differences related to the investigated data types.

2.5.1 Inversion parameters

The 3-D solution mesh, purposely chosen with a lower resolution than the forward mesh described above, comprised $137 \times 120 \times 99$ cells in the north–south, east–west and vertical directions, respectively. The centre of the mesh comprised $99 \times 62 \times 99$ cells with a horizontal cell size of $200 \text{ m} \times 200 \text{ m}$, while the distance...
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Figure 8. (a) Results of the different inversion process below the MT profile using neighbouring reference sites located at different places along the MT profile. White dashed lines are plotted to better compare the results with the original synthetic model. (b) nRMS of each inversion processes for each site and for each type of data. Circles are the nRMS of the corresponding site.

between sites was 600 m, thus ensuring the presence of free cells between the sites. The lateral extent of the padding cells increased by a factor of 1.3. The thickness of the top layer was 10 m, increasing by a factor of 1.069 for the subsequent layers in the z-direction. The same responses studied in the dimensionality analysis, with added noise, were used for the inversion process, but only for periods between 0.0001s (frequency of 10 000 Hz) and 31.62 s (frequency of 0.0316 Hz), focusing on the periods affected by the anomalies and avoiding the periods affected by the assumed hypothetical asthenosphere at 90 km depth.

Several tests were executed to choose the initial electrical resistivity model and the smoothing parameters. The starting model was chosen after inverting the $Z$ responses, which are sensitive to lateral–vertical variations and to the actual resistivity of the subsurface, with seven different half-space starting models of 80, 100, 120, 150, 200 and 400 $\Omega$m, respectively. Inversion results starting with a half-space model of 120 $\Omega$m recovered the most similar electrical resistivity values to the synthetic model used to generate the synthetic data, having a lower average distance between the final inversion result and the original synthetic model. For all the inversions a similar normalized root mean square (nRMS) was obtained regardless of the different starting models. The smoothing values used for this test were 0.3 in all directions. As shown below, these smoothing values do not differ significantly from the smoothing values finally used during the inversion problem.

It is well known that regularization, necessary in any ill-posed inverse problem, has a large influence on the results of the inversion and particularly on resolution. In the case of the ModEM code we have to choose horizontal and vertical smoothing parameters. To take care of that, we performed additional tests to determine the appropriate regularization parameters, being aware that different data types may react differently to the same smoothing parameters. Inverting $Z$ and $Z + T + H$ several combinations of horizontal and vertical smoothing parameters were executed using smoothing values between 0.1 and 0.6 (always assuming the same smoothing values for north–south and east–west directions). Searching for the simplest model that can fit the data, the largest smoothing parameters were chosen that adequately recover the synthetic model while still allowing the inversion processes to fit the data within the error bars. Based on these tests, the chosen starting model for all the inversions presented in this manuscript was a homogeneous half-space of 120 $\Omega$m, and the smoothing values for all the inversions were 0.4 for north–south and east–west directions, and 0.3 for the vertical direction. Note that despite a smoothing of 0.5 for the north–south and east–west direction was also appropriate to fit $Z$ data, it was not appropriate when inverting the combined $Z + T + H$ responses, suggesting that the joint inversion process including all possible data types requires more detail in the model to fit the data. No outstanding differences were observed when using 0.5 or 0.4 smoothing parameter for north–south and east–west directions when performing the inversion process with $Z$ data. In the presented inversions, the a priori model was the same as the initial model (both are homogeneous), assuming that there is no prior information about the electrical resistivity values of the subsurface.

An additional test was performed to evaluate if the choose neighbouring reference site for the $H$ responses in the sensitivity test was adequate for the inversion process. Four inversions with $Z$ and $H$ responses were performed using four different reference sites for...
the $H$ responses: (1) using a site close to the L2 anomaly; (2) on top of the L1 anomaly; (3) on top of the H1 anomaly; (4) as in the sensitivity test, on top of a non-complex environment (almost 1-D).

Results from the inversion process (Fig. 8a) show that locating the reference site on top of a non-complex environment, such as the one used for the sensitivity test, facilitate convergence of the inversion process (lower nRMS) also obtaining the model that better recovers the original synthetic model. Fig. 8(b) shows the nRMS of each inversion for each site and data type. From the results of this test, it is strongly recommended not to use a reference site on top of anomalies (L1 and H1 in our case), in particular on top of a strong conductive anomaly such as L1. In this experiment, the inversion process using a reference site on top of L1 was not able to fit the data and the obtained model was the one that recovered the original synthetic model worst of all (Fig. 8). The inversion process using a neighbouring reference site close to L2 also does not converge to an nRMS lower than 1.2 but the model from the inversion process is superior to the two cases where the neighbouring reference site was on top of L1 and H1 anomalies. Note that the nRMS for the $H$ response associated with the neighbouring reference site is always close to 1 in all cases. This is because the $H$ responses compare the signal between two sites, and the signal between the neighbouring site with itself is the same. The fact that it is one and not zero is because of the noise we added in the responses. For the following inversions presented in this manuscript, the same site as the one used in the sensitivity test was used as a reference site for the $H$ responses.

For the numerical experiment, four inversions were performed to examine and highlight the improvements that can be made by complementing the $Z$, and $Z$ responses with the $T$ and $H$ responses, whilst also evaluating the necessity of using diagonal components of $Z$ in these situations. The final inversions were: (1) $Z_o$, (2) $Z$, (3) $Z_o + H + T$ and (4) $Z + H + T$. Four additional inversions, (5) $Z_o + H$, (6) $Z_o + T$, (7) $Z + H$ and (8) $Z + T$ were performed to differentiate the contributions of the $H$ and $T$ responses independently. Finally, the capacity of the $H$ and $T$ responses to characterize the subsurface by themselves was considered in inversion (9) $H + T$. This latter one is interesting as no electric fields are involved, thus there should be primary sensitivity to lateral conductivity variations rather than to the absolute values of the conductivities themselves.

2.5.2 Results

The results are displayed showing a north-south section of the obtained electrical resistivity models beneath the MT profile and with horizontal slices of the models at 650 and 1550 m depths. Fig. 9 shows the results of inversion (1) $Z_o$, (2) $Z$, (3) $Z_o + H + T$ and (4) $Z + H + T$, highlighting the advantages of complementing $Z$ or $Z_o$ with $H$ and $T$. Fig. 10 displays the results of inversions (5) $Z_o + T$, (6) $Z_o + H$, (7) $Z + T$, (8) $Z + H$ and (9) $H + T$ demonstrating the consequences of different contributions of $H$ and $T$ responses. The same colour scale was used in all figures. White dashed lines indicate the positions of the main resistivity structures, L1, L2, L3 and H1, to facilitate the comparison of the obtained inversion results with the original synthetic model.

2.5.2.1 Fit of the data. The fit of the data of each inversion process is shown in Fig. 11, plotting the summed nRMS as calculated in the ModEM code (Egbert & Kelbert 2012; Kelbert et al. 2014) for each site, type of response and for each type of inversion, providing valuable information on how data misfit distributes along the profile for different inversions and different response types. Different colours were used for each type of response: red for $Z_o$ responses, black for $Z$ responses, blue for $T$ responses, and green for $H$ responses. No systematic problems related to overfitting were observed with a particular response type or site locations, although some of the sites positioned at the edges of the profile have slightly larger nRMS than the ones located within the profile. Note that the nRMSes associated with $Z$ and $Z_o$ responses are similar when only $Z_o$ or $Z$ were used in the inversion process or when they were combined with $T$ and $H$ responses during the inversion process. This result shows that all datasets are fit to a similar level and that no remarkable decrease in resolution of a particular type of response is observed when other responses are used during the inversion process.

More detailed information about the fit of the data can be found in Fig. S2, where differences between data and model responses divided by the error were plotted for each type of inversion, component of the data, site and period in a pseudo-section format. Grey areas are periods with differences lower than the error; red and blue areas are periods with differences larger than the errors.

2.5.2.2 Electrical resistivity model beneath the MT profile. Models resulting from inversion of the $Z_o$ or $Z$ responses (Figs 9a1 and a2) show the existence and presence of the main anomalies but do not resolve or characterize them well; in particular the resistivity values directly below L1 are poorly resolved due to the shielding effects of L1. These two models appear to be unable to differentiate between anomaly L1 and the conducting anomalous layer L3 that underlies L1, implying a continuous horst-like structure with the L3 getting shallow to the depths of L1 in the middle of the profile. Additionally, the high electrical resistivity anomaly H1 is inferred but not well recovered, showing resistivity values around 80 Ωm, which are almost an order of magnitude lower than the correct value (400 Ωm). Note that these values (~80 Ωm) are also lower than the initial half-space model used for the inversion process (120 Ωm). The use of the $H$ and $T$ responses as complements to the $Z_o$, or $Z$ responses (Figs 9a3 and a4) significantly improves resolution of all targets, conductive and resistive, showing L1 and L3 structures as disconnected ($Z + H + T$) or almost disconnected ($Z_o + H + T$), thus better constraining the bottom of anomaly L1 and clearly recovering anomaly H1 in the northern part of the profile. The use of the $H$ and $T$ responses also better defines the north and south boundaries of anomalies L1 and H1. By complementing the $Z_o$, or $Z$ responses with $T$ and $H$ responses, the continuity of the low resistivity layer (L3) is better defined, although in none of the models is the continuity of L3 correctly recovered below L1 due to the electromagnetic shielding effects of L1 to any structure immediately below it.

2.5.2.3 Horizontal slices at 650 and 1550 m depth. The horizontal slices through the various 3-D resistivity models at 650 m depth are shown in Fig. 9(b). If only the $Z_o$ responses are inverted, the model is symmetrical on both sides of the profile, thus characterizing the anomalies to extend outside of the profile but without indicating on which side the anomalies are located. This illustrates and emphasizes that the off-diagonal components contain no directional information for off-profile structures. The use of diagonal components in inversion of the full $Z$ responses characterizes the dimensionality of the structures whilst locating L2 to be west of the MT profile and inferring the westerly extension of L1 (compare Fig. 9b1 with Fig. 9b2). From Figs 9(b3) and (b4) it is clear that by complementing the $Z_o$ or $Z$ responses with $H$ and $T$ responses the correct dimensionality of the structures is recovered in both cases, showing in particular a remarkable improvement when $Z_o$ responses...
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**Figure 9.** (a) Results of the different inversion process below the MT profile. (b) Horizontal slices showing the results of the inversion processes at 650 m depth. (c) Horizontal slices showing the results of the inversion processes at 1550 m depth. (a5), (b5) and (c5) are the original synthetic model. White dashed lines are plotted to better compare the results with the original synthetic model.

are complemented with \( H \) and \( T \) responses. Fairly equivalent models are obtained from the \( Z_0 + H + T \) and \( Z + H + T \) responses, but with slightly improved resolution, closer to the original synthetic model, when using \( Z + H + T \). The use of the \( H \) and \( T \) responses also improves the characterization of L2 by showing more reliable low resistivity values than when only using \( Z_0 \) or \( Z \) responses, even if the resistivity values are still higher than in the original synthetic model. Additionally, the north and south boundaries and the east and west propagation of L1 are better defined when complementing the \( Z_0 \) or \( Z \) responses with the \( H \) and \( T \) ones.

Fig. 9(c) shows the horizontal slices of the final 3-D models at 1550 m depth. At this depth the synthetic model is a uniform 10 \( \Omega \) m conducting layer (defined as anomaly L3) within which a 400 \( \Omega \) m resistive anomaly (H1) is embedded. Models from the conventional MT, \( Z_0 \), and \( Z \), responses (Figs 9c1 and c2), exhibit a more complex situation than might be expected from the original synthetic model, somewhat suggesting the presence of the H1 anomaly with the highest electrical resistivity values (~100 \( \Omega \) m) either directly below or outside of the profile, which is still lower than the 120 \( \Omega \) m of the starting model used for the inversion process. By carrying out joint inversion including the \( H \) and \( T \) responses, the models better define the L3 layer and more accurately recover H1 below and outside the MT profile, with electrical resistivity values of around 250 \( \Omega \) m, which is greater than the 120 \( \Omega \) m of the starting model used for the inversion process (Figs 9c3 and c4) and closer to the 400 \( \Omega \) m of the original synthetic model (Fig. 9c5).
2.5.2.4 Contribution of $H$ and $T$. Fig. 10 shows the results of the inversion process combining $Z_o$ and $Z$ responses with either $T$ or $H$ responses separately. From Fig. 10(a), results below the profile, it can be seen that the inclusion of the $H$ responses is responsible for superior differentiation between L1 and L3. This differentiation also occurs when inverting $Z + T$ but not when $Z_o$ is complemented with $T$ responses ($Z_o + T$), that is the use of diagonal terms of the impedance tensor is key to resolving the lack of interconnection between L1 and L3. In addition, the $H$ responses contribute to better defining the continuity of the low electrical resistivity L3 layer. The main improvement gained by using the $T$ responses is superior definition of the north and south boundaries of L1.

Fig. 10(b) shows the results at 650 m depth when inverting the $H$ or $T$ responses as a complement to the $Z_o$ and $Z$ responses. In all cases, comparing with the results in Figs 9(b1) and (b2), the resolution and characterization of the anomalies are improved, especially in defining the L2 anomaly. The main differences between complementing with either the $H$ or $T$ responses are observed when characterizing the propagation of anomaly L1 to the west, which is constrained by the $H$ and $Z$ responses but not by the $T$ responses, as expected from our sensitivity tests above. Fig. 10(c) displays the model slices at 1550 m depth, showing the contribution of including the $H$ and $T$ responses separately from each other (cf. Fig. 9c). In all cases, the use of either or both the $H$ and $T$ responses lead to superior
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Figure 11. nRMS of each inversion processes for each site and for each type of data. Circles are the nRMS of the corresponding site. Excellent nRMS misfits of between 1.0 and 1.1 were achieved for all inversions using different types of responses.

recovery of the H1 anomaly and show its propagation to the east. Fig. 10(c) also shows that by using the H responses as a complement to the Z and Zo responses, the models better reproduce the electrical resistivity values of the original synthetic model off-profile.

Figs 10(a5), (b5) and (c5) show that the magnetic-field only H and T responses alone are insufficient to characterize the subsurface by themselves. The associated models locate the anomalies along the north–south and east–west directions, but have no resolution in the vertical direction and do not recover the electrical resistivity values. This is because the magnetic field is sensitive to lateral resistivity contrasts (both amplitude and position), but is insensitive to 1-D layering and to the actual resistivity values of the synthetic model.

2.5.2.5 Accuracy of the models. One way to quantify how well the models obtained from the inversion process reproduce the synthetic model is to calculate the differences between them in model space. We have calculated these differences with a focus on the structures below the profile, where we expect to obtain higher resolution. Fig. 12 shows the differences between the synthetic model and the models obtained from the inversion process, using decadic logarithm electrical resistivity values. Blue colours indicate results from the inversion process that are more resistive than the synthetic model, red colours indicate results more conductive than the synthetic model, and white colours indicate an almost-perfect fit between the inversion process model and the synthetic model. Note that the colour scale indicates differences between the two models that are greater than ±0.023; this value is equivalent to a difference of approximately ±0.5 Ωm for electrical resistivity values of 10 Ωm, and a difference of approximately ±50 Ωm for electrical resistivity values of 1000 Ωm. The average differences for each type of inversion are shown in Table 1.

These results indicate the superior performance when reproducing the electrical resistivity values of the synthetic model when the Z or Zo responses are combined with T and H responses. The results also corroborate that the electrical resistivity values obtained when using only the T and H responses are not correctly reproduced.

By conducting a more detailed analysis of Fig. 12, the following important points associated with the recovering of each anomaly become apparent:

(1) Structure L1: The edges and bottom are better recovered when the H responses are included in the inversion process. Despite the electrical resistivity values always remaining more conductive than in the synthetic true model, they are better recovered when the H responses are included in the inversion process.

(2) Structure H1: In all the inversion processes the electrical resistivity values associated with H1 are less resistive than in the synthetic model, however, recovery of these resistivity values, and the geometry of the anomaly, is always improved when the H and T responses are each or both involved in the inversion process.

(3) Structure L3: The electrical resistivity values are improved when the H responses are included in the inversion process. Note that when the T responses are used in the inversion process, the top of the anomaly is also better characterized, particularly in the southern part of the profile.

(4) Background 1-D model: Results from the inversion processes complementing Z or Zo with the H responses are the ones that best recover the electrical resistivity values of the background 1-D
resistivity model; not only do the results show smaller differences with respect to the original synthetic model, but they also show a more homogeneous (less blobby) resistivity model than the other inversion results.

3 DISCUSSION

Focusing on the recovery of electrical resistivity structures in 3-D areas, the use of the full impedance tensor responses (Z), instead of using only the off-diagonal elements (Zo), is highly recommended for all 3-D inversions because of the far superior capacity to reproduce the dimensionality of the geoelectrical structures in the subsurface. It reaffirms and further validates the conclusions drawn and emphasized previously by Siripunvaraporn et al. (2005b), Tietze & Ritter (2013) and Kiyan et al. (2014). However, it is not always possible to use all of the components of the MT impedance tensor because diagonal components, being of lower amplitude, are far more affected by the presence of noise. This requires the necessity of including robust complementary information in these situations. Siripunvaraporn & Egbert (2009) highlighted the advantages of using Z + T data during the 3-D inversion process, suggesting that resistivity values, geometry of the anomalies, and depths are all better characterized. However, not all of the studies show major advantages when performing joint inversion of Z + T responses in a 3-D environment. Tietze & Ritter (2013) present a situation where results from Z responses alone are more reliable than the results from Z + T responses. In previous synthetic studies working with T and H responses, Habibian & Oskooi (2014) show that inversion processes using either or both T and H responses have vertical resolution and are able to recover the correct electrical resistivity values of the subsurface, which does not happen in the experiment shown in this manuscript (Fig. 10). However, in the previous study the background structure was homogeneous with uniform resistivity and the same as the one used for the starting model for the inversion. This configuration masks the incapacity of the H and T responses on their own to recover vertical anomalies or the correct electrical resistivity values. The numerical experiment design in this manuscript, using a 1-D layered model as a background, highlight the deficiency of the H and T responses, showing that vertical resolution or the obtained electrical resistivity values from an inversion using either or both T and H responses are only reliable if additional information defining the background structures of the study area is added. However, complementing Z and Zo responses, T and H aids superior determination of the electrical resistivity values of the subsurface, including the characterization of the absolute electrical resistivity values (see Table 1 and Fig. 12). Results from Varentsov (2015a,b) combining Z, H and T responses using 2-D, 2-D + and a quasi 3-D approaches encourage the use of H responses for the inversion process, improving the accuracy of the results, and better separating close spaced conductors in complex geoelectrical situations.

In this work, the advantages of using T and H responses as a complement to Z or Zo responses in a 3-D environment are evaluated from the results of a numerical experiment. Starting with the sensitivity of each response type to the studied anomalies, the results of our numerical experiment exhibit that both the H and T responses are also sensitive to the dimensionality of the structures and can be used to successfully reproduce the dimensionality of the anomalies when complementing Zo or Z responses (Figs 9 and 10). The sensitivity tests performed (Fig. 6) demonstrate that the Zo and

---

**Table 1.** Average differences between the final inversion models and the original synthetic model. Differences calculated using log10 electrical resistivity values.

<table>
<thead>
<tr>
<th>Inverted data</th>
<th>Zo</th>
<th>Z</th>
<th>Zo + H + T</th>
<th>Z + H + T</th>
<th>Zo + T</th>
<th>Zo + H</th>
<th>Z + T</th>
<th>Z + H</th>
<th>H + T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference</td>
<td>0.151</td>
<td>0.149</td>
<td>0.133</td>
<td>0.134</td>
<td>0.144</td>
<td>0.141</td>
<td>0.134</td>
<td>0.138</td>
<td>0.214</td>
</tr>
</tbody>
</table>

---

**Figure 12.** Differences, using decadic logarithm electrical resistivity values, between models obtained from the inversion process and the synthetic model.
Z responses are intrinsically more sensitive to the existence of the anomalies than are the $H$ and $T$ responses. However, the dimensionality analysis (Fig. 7) and the capacity for recovering the detail of the geoelectrical structures (Figs 9, 10 and 12) are remarkably improved when the $Z_o$ or $Z$ responses are complemented with either, and especially both, the $H$ and $T$ responses. Each response type has a specific behaviour when characterizing the dimensionality of the structures and consistency between all of them will support the ultimately adopted dimensionality of the study area. The use of the $T$ and $H$ responses can also improve the dimensionality analysis in situations where the phase tensor is not a strong tool; see for example the results close to the L2 and H1 anomalies (Fig. 7). In that case the phase tensors do not correctly define the presence of 3-D structures having no periods showing absolute values of the $\beta$ angle divided by the associated error greater than 1. However, by using the $H$ and $T$ responses the characterization of 3-D structures of these areas is significantly improved. Comparing the dimensionality analysis from the $H$ and $T$ responses close to resistive anomaly H1, induction arrows clearly point in different directions than the direction of Phi_max from the $H$ responses, which is also suggestive of a 3-D situation.

Focusing now on the ability of recovering the correct electrical resistivity distribution of the subsurface, the observed improvements are associated with the use of different types of responses that better restrict the model space than if any are used individually. More specifically, this phenomenon occurs because the $Z$ responses are far more sensitive to the L1 anomaly than to the L2 and H1 anomalies, whereas for our model the $T$ and $H$ responses have similar sensitivity to all of the anomalies (Fig. 6). Such sensitivity means that the inversion of the $Z$ or $Z_o$ responses focuses mainly on L1, with less importance placed upon the L2 and H1 anomalies. Results from the sensitivity tests (Figs 2–5) can also be used to understand how inclusion of the $H$ and $T$ responses improves the characterization of the subsurface.

Inspecting the resolved structures beneath the MT profile (Figs 9, 10 and 12), four main improvements are apparent when performing joint inversion of the $Z_o$ or $Z$ responses with $H$ and $T$ ones:

(1) Characterization of the bottom of the L1 anomaly with better differentiation between the L1 and L3 structures;

(2) The possibility of recovering the high resistivity anomaly, H1, surrounded by low resistivity values, L3, that are poorly recovered when using only $Z_o$ or $Z$ responses;

(3) Better resolution in determining the resistivity values of the subsurface, obtaining results more similar to the original synthetic model;

(4) Superior definition of the shape of the anomalies in the north–south direction, i.e. along profile, with a better fit inside the white dashed lines in the figures.

Despite all these advantages, we would like to point out that in all models the location of the L3 layer at the edges of the profile is somewhat shallower than what it should be. This problem is not properly corrected when complementing $Z$ or $Z_o$ with $T$ and $H$ responses, although results with $T$ responses seem to slightly improve the depth of the conductive layer L3 (Figs 9, 10 and 12).

Looking outside the line of the profile (Figs 9b, c and 10b, c), L2 and H1 are better recovered when the inversion is complemented with $H$ and $T$ responses. However, although the characterization of the off-profile anomalies is improved when complementing the $Z$ responses with the $H$ and $T$ ones, the shape of the anomalies and the electrical resistivity values are still not properly constrained, probably as a consequence of a combination of (i) the non-uniqueness of the MT method, and (ii) scatter and error.

Inspecting the results obtained from the $T$ responses, the main signal associated with the anomalies is located at the edge of the structures (Figs 2–6), making the $T$ responses a good type of data to define boundaries of the structures along the MT profile. Note that from Fig. 6(d) this edge-detection is more precise for low resistivity anomalies (L1) than for high resistivity anomalies (H1). This can also be observed when recovering the anomalies from the inversion process (Figs 9 and 10) where the north and south boundaries of L1 and H1 are improved when the $T$ responses are included. This result, highlighting the capacity of the $T$ responses characterizing the edges of the anomalies, is consistent with previous results, such as Siripunvaraporn & Egbert (2009) and Habibian & Oskooi (2014). In addition, the top of the low electrical resistivity layer L3 is improved when the inversion of $Z$ or $Z_o$ data is complemented with $T$ data (Figs 10a1, a3, 12c and d). This makes $T$ data a good complement to improve the definition in recovering the edges and shape of the anomalies below a profile located in a 3-D environment, in agreement with results suggested by Siripunvaraporn & Egbert (2009). Note that, apart from the H1 anomaly, no major improvement associated with the use of $T$ responses has been observed in defining the electrical resistivity values of the anomalies or the background 1-D model (Figs 12c and d). Results from Fig. 10 shows that, although the use of $T$ data as a complement of $Z_o$ provides an improvement in characterizing the subsurface, the results are remarkably better when $Z$ and $T$ responses are both used in the inversion process.

Examining the results from the $H$ responses, the major advantage is that their use makes the resistivity model more consistent as a whole as all the sites are related to the neighbouring reference site and the intensity of the anomalies tend to be consistent along the whole profile. This effect is also observed in the sensitivity test (Figs 4b and 6c). In this case the neighbouring reference site is located close to H1 and is affected by its presence, which is why the effect of H1 can be seen at sites south of the profile. This property of $H$ responses increases the consistency of the model as a whole for shallow and deep structures independently of the extension of the area of the study. This level of consistency is not required when using the $Z_o$, $Z$ or $T$ responses, where each site is mostly focused on the anomalies nearby but without any explicit link to anomalies that are located far away along the study area, where the periods of the site are insensitive. The consequences of this property in the inversion process can be seen in Fig. 12, where the models including the $H$ responses obtain electrical resistivity values of the anomalies and the background 1-D resistivity model closer to the original synthetic model. Note that from Fig. 10, although results are better quality when $Z + H$ are used in the inversion process, instead of $Z_o + H$, differences are not as remarkable as the differences observed between $Z + T$ and $Z_o + T$, having similar results from both types of inversion. Note also that, from the performed test shown in Fig. 8, to facilitate and improve the results from the inversion process using $H$ responses it is recommended to use a neighbouring reference site located on top of a non-complex geoelectrical area. Results from the dimensionality analysis or from prior inversions using $Z$ alone or $Z + T$ can be used to choose the optimum neighbouring reference site for $Z + H$ or $Z + T + H$ inversion.

4 CONCLUSIONS

The use of the $H$ and $T$ responses is demonstrated to be a crucial complement to the $Z_o$ or $Z$ ones in order to better resolve and
characterize the structures beneath MT profiles in 3-D environments. For the synthetic model considered here, large differences were seen whether the diagonal components of \( Z \) were used or not, having far better results when the diagonal components were included. These differences were reduced when including the \( H \) and \( T \) responses in the inversion process, although results using the diagonal components of \( Z \) still recover the subsurface better than when the diagonal components are not used. From the results of this experiment, four main improvements are observed when carrying out joint inversion of the \( Z_o \) or \( Z \) responses with the \( H \) and \( T \) ones:

1. More accurate characterization of the electrical resistivity values of the studied anomalies and also of the background resistivity model;

2. Superior capability for recovering high electrical resistivity anomalies than by using the \( Z_o \) or \( Z \) responses alone;

3. Improved definition of the bottom of low electrical resistivity anomalies and the north, south, east and west boundaries of the anomalies beneath and outside the MT profile; and

4. Superior imaging of the horizontal continuity of low electrical resistivity anomalies.

Additionally, note that the use of the \( H \) responses increases the reliability of the resistivity model as a whole, reducing the possibility for the inverse problem to generate spurious anomalies if the anomaly is not consistent with the data acquired at the neighboring reference site. Although any site could be used as a neighboring reference site, as far as the structures below the neighboring reference site. Although any site could be used as a neighboring site, as far as the structures below the neighboring site are properly constrained, it is recommended to use a site located on top of a simple geoelectrical area and it is particularly strongly recommended not to use a site on top of a strong anomaly.

All of these advantages incentivize the use of \( H \) and \( T \) responses as complements \( Z \) or \( Z \) responses, in particular when characterizing the subsurface beneath a MT profile in a 3-D environment. This supports the possibility of high-resolution studies in 3-D environments without expending large amounts of economical and computational resources, and also opening the door for the achievement of targets with high electrical resistivity values.
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Additional Supporting Information may be found in the online version of this paper:

**Figure S1.** Inclusion of $H$ responses in ModEM.

**Figure S2.** Differences between data and model responses divided by the assumed error for each type of inversion, component of the data, site and period in a pseudo-section format. Grey areas are periods with differences smaller than the assumed errors; red and blue areas are periods with differences larger than the assumed errors. (http://gji.oxfordjournals.org/lookup/suppl/doi:10.1093/gji/ggw357/-/DC1).
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